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Abstract Molecular-dynamics (MD) simulations of urea
crystals of different shapes (cubic, rectangular prismatic,
and sheet) have been performed using our previously pub-
lished force field for urea. This force field has been validated
by calculating values for the cohesive energy, sublimation
temperature, and melting point from the MD data. The cohe-
sive energies computed from simulations of cubic and rectan-
gular prismatic urea crystals in vacuo at 300 K agreed very
well with the experimental sublimation enthalpies reported at

298 K. We also found very good agreement between the
melting points as observed experimentally and from simula-
tions. Annealing the crystals just below the melting point leads
to reconstruction to form crystal faces that are consistent with
experimental observations. The simulations reveal a melting
mechanism that involves surface (corner/edge) melting well
below the melting point, and rotational disordering of the urea
molecules in the corner/edge regions of the crystal, which then
facilitates the translational motion of these molecules.

Keywords Crystal simulations . Force field . Molecular
dynamics . Urea

Introduction

In principle, classical mechanics (force field) simulations can
be used to investigate crystal morphologies and forms. How-
ever, deriving appropriate parameters for a simple, non-
polarizable force field able to reproduce crystal structures
and properties is not trivial. In the following, we report a
validation study on a force field previously derived purely
from ab initio calculations on simple molecular aggregates in
order to determine how well force-field parameters for crystal
studies can be derived ab initio.

Urea is a common component of many products and has
been used for a wide range of purposes, e.g., as a powerful
protein denaturant, a stabilizer in nitrocellulose explosives, a
cloud-seeding agent, for flame-proofing, and as a nitrogen
source [1]. Urea crystals possess interesting nonlinear optical
properties [2] and urea can form clathrates [3] and act as a
ligand in transition-metal complexes [4]. It has been investi-
gated intensively, both theoretically and experimentally, since
it represents a prototypical small molecule that interacts
strongly with environments such as solvent, organic guest
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molecules and biomolecular systems. Since intermolecular
interactions in condensed phases perturb the electronic struc-
tures of the urea molecule from its gas-phase optimum signif-
icantly, it is crucial to use appropriate force-field potentials
when simulating solids or solutions. Many molecular-
dynamics (MD) simulations of urea interactions with
water and organic compounds have been reported. Boek
et al. [5, 6] simulated urea–water systems using general
purpose biomolecular force fields and analyzed these in
terms of the total nitrogen scattering function (GN(r)) by
comparing their results with neutron scattering data.
However, they concluded that reproducing GN(r) does
not constitute a very stringent test of the force-field potentials.
Åstrand et al. [7, 8] constructed non-emprical modeling
(NEMO) potentials for the urea–water system and analyzed
the radial distribution functions obtained from MD simula-
tions. They investigated the urea dimerization energy because
the formation of urea dimers and larger oligomers plays an
important role in urea nucleation, aggregation and behavior in
aqueous solution. Nevertheless, their computed data differed
from those of Boek et al. [5] and Cristinziao et al. [9] in which
the GROMOS force field [10] combined with the HHL
(Hagler – Huler – Lifson) parameters [11] for intermolecular
interactions was used. These differences can be traced back
entirely to the different force fields used, [12, 13] underlining
the importance of an accurate and consistent set of parameters
for urea.

In our previous study, [14] we described a refined force
field based on the generalized AMBER force field [15]
(GAFF) for urea. We investigated energies and geometrical
parameters of seven different urea dimer structures, which
were optimized at the MP2/aug-cc-pVDZ level [16, 17] to
obtain accurate interaction energies. Atomic partial charges
were calculated at the MP2/aug-cc-pVDZ level with the

restrained electrostatic potential (RESP) [18] fitting ap-
proach. In order to fit urea-urea interactions obtained from
high level ab initio calculations, the interaction energies were
computed with these new RESP charges in the force field and
the results were consistent with those obtained from CCSD
and MP2 calculations. The linear dimer structure optimized
using the force field with modified geometrical parameters
and the new RESP charge set agreed well with the experimen-
tal urea crystal data [19–21]. In this work, we validate this
force field for molecular-dynamics simulations of crystalline
urea systems. For this purpose, we used the three different
urea crystal morphologies shown in Fig. 1 (cubic, rectangular
prismatic, and sheet) and analyzed data obtained from the
simulations of these urea crystal models. Simulated values
for cohesive energy, sublimation temperature, and melting
point are compared to the available experimental and theo-
retical data. Moreover, the molecular mechanism of
melting in these nanocrystals is investigated in detail.

Methods

Urea crystal models and force field

Urea crystal systems in cubic, rectangular prismatic, and
sheet geometries, containing 1152, 1125, and 1220 urea
molecules, respectively, (Fig. 1) were constructed by repli-
cation of the unit cell (8×8×8, 20×5×5, and 20×1×20) in the
a, b, and c directions, respectively, using Materials Studio
5.0 [22]. The force field parameters and RESP charge set
used in the MD simulations are those reported earlier [14]
and are shown once more in Tables S1 and S2 of the
Supplementary material.

Fig. 1 The urea crystal models
studied. They consist of
1152, 1125, and 1220 urea
molecules in cubic (8×8×8),
rectangular prismatic
(20×5×5), and sheet (20×1×20)
shapes, respectively

3456 J Mol Model (2012) 18:3455–3466



MD simulation setup and protocol – initial crystal
simulations in vacuo

All MD simulations were carried out using the AMBER 10
biomolecular simulation package [23]. All interactions were
treated using the refined GAFF parameter set described
previously [14]. Initially, the urea crystals constructed as
explained above were minimized using 100,000 steps of
steepest-descent minimization. The structures thus obtained
served as inputs for initial Langevin-dynamics simulations of
the cubic, rectangular prismatic, and sheet urea crystal models
in vacuo at 300 K using a collision frequency of 1 ps−1. Non-
bonded interactions (electrostatic and Lennard-Jones) were
treated using a cutoff of 12 Å, periodic boundary conditions
were not used in this case. An integration time step of 1.0 fs
was chosen, and quantities such as energy and atomic coor-
dinates were stored every ps. These initial simulations were
run in vacuo for 10 ns.

Simulation protocol for heating the cubic urea crystal model

In a second series of simulations, the cubic crystal system
consisting of 1152 urea molecules (crystal dimensions ap-
proximately 45×45×35 Å) was enclosed in a larger periodic
box (approximately 250×250×240 Å) to allow urea sublima-
tion from the nanoparticle in the course of heating. After
initial minimization (10,000 steps of steepest-descent mini-
mization), constant-volume (NVT) periodic boundary MD
simulations were performed using an integration time step of
1 fs. In this second set of simulations, the Particle Mesh
Ewald [24, 25] method was used to treat electrostatic inter-
actions and a cutoff of 12 Å was used for the van-der-Waals
interactions. Langevin-dynamics temperature control was

used with a collision frequency of 2.0 ps−1. Energies and
coordinates were stored every ps. Initial system heat-up (see
below) was performed rapidly in the first picoseconds of a
first 500 ps partial trajectory, in which weak restraints
(10 kcal mol−1 Å−2) were applied on all urea atoms, all further
simulation steps were unrestrained.

We used two different simulation schemes to heat up the
cubic crystal structure: “instantaneous” and “gradual heating”.
In the first one, we simulated the system at a series of temper-
atures (300, 350, 370, 380, 382, 385, 390, 400, 450, 500, and
550 K), after initial heat-up to the target temperature (see
above) during the first (approximately) 5 ps. Simulations were
run for 61 ns at 380 and 382 K, 36 ns at 550 K and 11 ns at the
other temperatures. In the “gradual heating” simulations, the
systemwas initially equilibrated as described above for 3 ns at
273 K. In the further simulation steps, the system was gradu-
ally heated up to 453 K (in one case, 20K ns-1, to 553 K) using
four different heating rates: 5, 10, 20 and 30 K ns−1, i.e., the
final temperature was reached after 39, 21, 17 and 9 ns of total
simulation time.

Cohesive energies

Cohesive energies of the cubic, rectangular prismatic, and
sheet crystal systems were calculated using Eq. 1 [26, 27]:

ΔE ¼ Ebulk

Z
� Emol; ð1Þ

where Ebulk is the total energy of bulk (i.e., the whole simula-
tion system), Z is the number of molecules in the bulk, and
Emol is the total energy of one isolated molecule simulated in
the gas phase (at the corresponding temperature). Cohesive
energies were calculated for the three crystal morphologies

Fig. 2 The urea crystal
structures after non-periodic
simulations in vacuo at 300 K
for 10 ns
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Table 1 Comparison of calculated and experimental values (kcal mol¯1) for cohesive energies of urea

This work Quantum chemical calculations

Za Method T ΔE Za Method ΔE

1125 MD simulation (rectangular prismatic) 300 K −20.87 2 HF/6-31G(d,p) −14.72g

1152 MD simulation (cubic) 300 K −22.82 2 SVWN/6-31G(d,p) −33.13g

1220 MD simulation (sheet) 300 K −11.25 2 PW91/6-31G(d,p) −18.95g

2 PBE/6-31G(d,p) −17.85g

Experimental 2 PBE(0)/ 6-31G(d,p) −18.57g

Technique T ΔE 2 B3LYP/6-31G(d,p) −15.80g

Knudsen 298K −20.95b 2 B3LYP/DZP −16.01g

Torsion 298K −22.53c 2 B3LYP/6-311G(d,p) −15.63g

Transpiration 298K −22.82d 2 B3LYP/TZP −16.25g

Knudsen 298K −22.93e 2 B3LYP–D*/6-31G(d,p) −24.92h

Torsion-Knudsen 298K −23.56f 2 B3LYP–D*/TZP −25.52h

6 MP2/6-31G(d) −52.70i

10 MP2/6-31G(d) −58.50i

6 HF/6-31G(d) −52.20i

10 HF/6-31G(d) −53.30i

14 HF/6-31G(d) −47.30i

18 HF/6-31G(d) −45.30i

22 HF/6-31G(d) −39.80i

11 MP2+DFT −21.50j

17 MP2+DFT −21.30j

37 MP2+DFT −21.50j

55 MP2+DFT −21.80j

65 MP2+DFT −21.90j

93 MP2+DFT −22.20j

129 MP2+DFT −22.40j

a Number of urea molecules
b Taken from [30]
c Taken from [31]
d Taken from [32]
e Taken from [33]
f Taken from [34]
g Taken from [26]
h Taken from [27]
i Taken from [35]
j Taken from [36]

Fig. 3 The morphology of vapor-grown urea crystals determined
experimentally (a) and theoretically using distributed multipole analy-
sis (DMA) force fields (b), (adapted from Ref [37]), growth form

according to attachment energy and Ising models (c), and equilibrium
form (d), adapted from Ref [38]
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investigated ("cubic", "rectangular prismatic" and "sheet")
using simulation data from the non-periodic simulations of
the crystals in vacuo at 300 K.

Root mean square fluctuations and mean interaction
energies – initial crystal simulations in vacuo

To investigate the mobility and interaction energies of the urea
molecules with the remainder of the system, the trajectories
obtained from the non-periodic simulations of the cubic, rect-
angular prismatic and sheet crystals in vacuo at 300 K were
overlaid on their first frame using the urea heavy atoms as
fitting mask, and the root mean square fluctuations (RMSFs)
and average coordinates (for the heavy atoms of each urea
molecule) were calculated using the Amber 10 ptraj tool [23].
Mean interaction energies (van der Waals, electrostatic and
total) between all individual residues and the rest of the system
were calculated using the Amber 9 anal tool [28]. These
values were mapped on the geometric centers of the average
coordinates of the heavy atoms in each urea molecule. The
analyses of interaction energies were performed using the
non-periodic simulation data as the Amber tool anal does
not support periodic boundary conditions.

Root mean square fluctuations and orientational
order parameters

To investigate the melting process in detail, a selection of the
MD trajectories obtained from the periodic-boundary simula-
tions explained above (“instantaneous heating”: 300 K, 350 K
and 382 K; “gradual heating”: 5 K ns-1) was overlaid on the
initial structure (before minimization) using all urea carbon
atoms as fitting mask (the Amber 10 ptraj tool [23] was used
for fitting and RMSD/RMSF calculation). The corresponding
system root-mean-square deviation (RMSD) and the molecule
root-mean-square fluctuations (RMSFs) were obtained and
analyzed as a measure of translational motion in the system.
The initial 500 ps (restrained MD, heat-up) were omitted in
these and the following analyses. To obtain information about
rotational motion/disorder in the heating/melting process, we
also calculated orientational order parameters for each
molecule [29]:

Smol ¼
ð3 cos2φ
� �� 1Þ

2
ð2Þ

cos φ ¼ *
n � *

u: ð3Þ

Brackets denote the ensemble average of cos2φ over the
simulation snapshots, n is the unit vector in the direction of
the c-axis of the initial conformation and u is the unit vector
in the direction of the C0O axis in the individual urea

molecules. The orientational order parameter for the whole
system was obtained as the mean of the values for individual
molecules (N: number of molecules):

Ssys ¼ 1

N

XN ð3 cos2φ
� �� 1Þ

2
: ð4Þ

The RMSF values and the molecular order parameters
thus obtained were visualized by mapping them onto the
initial coordinates of the C atoms of all urea molecules in the
cubic crystal.

Results and discussion

Cohesive energies

The three different urea crystal structures simulated are
shown in Fig. 2. The variations of RMSD, RMSF, interac-
tion energy, total energy, and temperature during the initial
crystal simulations in vacuo are shown in the Supporting
information. The cohesive energies of these structures com-
puted from the simulations in vacuo at 300 K are compared
with the experimental sublimation enthalpy [30–34] and the

Table 2 Experimental
sublimation tempera-
tures for urea

Tsub (K) Ref.

354 [39]

345-368 [40], [30]

338-362 [34]

361 [41]

357 [42]

381 [43]

Table 3 “Instantaneous heating” protocol

T [K] t [ns] Comment

300 11 Crystal, corners truncated ([111]+images),
rearrangement+mobile layer on [001]

350 11 as above, additionally edges ([110]) begin to be
truncated

370 11 as above, additionally edges ([110]) begin to be
truncated

380 61 Crystal, corners ([111])+edges ([110]) truncated,
rearrangement+mobile layer on [001]

382 61 as above

385 11 Fluid droplet

390 11 Fluid droplet

400 11 Fluid droplet

450 11 Fluid droplet, 2 urea in gas phase

500 11 Fluid droplet, ~ 5 in the gas phase

550 36 Fluid droplet, ~ 29 in the gas phase
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reported theoretical cohesive [26, 27] and lattice [35–37]
energies in Table 1. The energies for cubic and rectangular
prismatic urea systems agree well with the experimental
values, whereas that of the sheet structure is significantly
less negative. This is in accord with the fact that the cubic
and rectangular prismatic urea crystal structures bear a close
resemblance to both the experimental (vapor grown) [37]
and theoretical [38] morphological structures (Fig. 3).

The highest cohesive energy calculated (that for the cubic
crystal, -22.8 kcal mol−1) lies in the center of the range given

by experiment, [30–34] suggesting that the intermolecular
(van der Waals, Coulomb) components of the force field
[14] are appropriate for condensed phases.

As expected, the MD simulations of cubic and rectangular
prismatic urea crystals performed better than the quantum
chemical computations reported by Civalleri et al. [26, 27]
and Gora et al. [35]. The SVWN method overestimated the
experimental data by approximately 10 – 13 kcal mol¯1 and
the other levels underestimated it by about 5 – 8 kcal mol¯1.
These results illustrate the problems with basis-set superposition

Fig. 4 Snapshots from the MD
simulations at 350, 380, 382,
and 385 K using the
“instantaneous heating”
protocol
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error (BSSE), which causes oligomerization energies to be too
high, and the inability of Hartree-Fock and DFT techniques to
reproduce dispersion, which gives the opposite trend. Adding a
classical two-center dispersion term (as used by the force fields)
to DFT gives better results, [27] but the calculated oligomeriza-
tion energies are still 2.0 – 4.6 kcal mol¯1 higher than the
experimental values. Gora et al. [35] studied models for the
molecular crystal urea containing 6 – 22 urea molecules and
compared the calculated total interaction energies with the ex-
perimental data but used the 6-31G(d) basis set, which gives a
large BSSE. They also concluded that increasing the cluster size
reduced the magnitude of interaction energy per molecule, so
that a further extension of the cluster size would probably lead to
better agreement with the experiment, which is also consistent
with a large BSSE. Tsuzuki et al. [36] proposed a method for
computing lattice energies of urea clusters (11 – 129 urea

molecules) using a combination of a periodic DFT calculation
and MP2 calculations of two-body interactions with neigh-
boring molecules. The electrostatic interactions and the inter-
actions with neighboring molecules (for the dispersion
contributions) were evaluated by a periodic DFT calculation
and the MP2 calculations, respectively. Their results agree
well with the experimental data.

Sublimation temperature and melting point

The sublimation temperatures of urea determined experimentally
using different techniques [30, 34, 39–43] are shown in Table 2.
The melting point of urea is reported to be 405.9 K [44]. The
MD simulations performed using the “instantaneous heating”
protocol (see above, Sect. 2.3) are summarized in Table 3.

Fig. 5 Total (green) and
potential energies (black)
obtained from the
“instantaneous heating”
protocol MD simulation at
385 K
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Fig. 6 RMSD (left) and orientational order parameter (right) calculated for all carbon atoms obtained from the “instantaneous heating” protocol MD
simulation at 382 K. The first 500 ps (restrained MD, heat-up) were omitted for the analyses



Table 3 and Fig. 4 show that a truncation of the corners
([111] faces and their symmetry images) and a high mobility
of urea molecules on the [001] surfaces of the cubic urea
crystal are visible at 300 K and pronounced at 350 K.
Experimental estimates of the sublimation temperature lie
between 345 and 381 K, so that we would not only expect to
observe the onset of mobility for individual molecules at
350 K, but also sublimation. However, in our simulations
above sublimation temperature only very few urea molecules
leave the aggregate (at 450 K, 500 K and 550 K, see Table 3),
because of the limited time scales accessible in MD. Our
observation that the urea nanocrystal melts from the corners,
edges and surfaces is in good agreement with the experimen-
tally observed “surface melting” phenomenon, which is
observed for surfaces inmany systems, alsomolecular crystals
[45]. Interestingly, the face with the highest mobility is the
[001] surface, which is also one of the dominating surfaces of
vapor-grown urea crystals [37]. This indicates a low interac-
tion energy of the molecules on this face with the crystal
lattice. This is consistent with the “attachment energymethod”
for predicting crystal morphologies, [37] which proposes that
crystal faces with low attachment energy remain in the crystal

growth process and thus dominate the gas-phase-grown crys-
tal habitus, while faces with high attachment energies “grow
out” and vanish. Surface melting in the urea nanocrystal
simulated here can be attributed to the weaker interaction
and therefore higher mobility of the urea molecules in the
corners, edges and surfaces compared to the bulk. An illustra-
tion of the weakening of interaction energies of the urea
molecules at these surface positions is shown in the Supporting
information (Fig. S2), calculated from the vacuum simulation
data explained above. Fig. S2 also shows the weaker interac-
tion of the [001] surface with the remainder of the system.

Analysis of the trajectories shows that the crystal lattice
still exists in the center of the urea cluster at 380 and 382 K,
even after 61 ns (Fig. 4). However, the crystal melts com-
pletely at 385 K. Potential and total energy graphs shown in
Fig. 5 also verify that the urea crystal begins to melt at 385
K after 2.30 ns and is completely molten after 4.55 ns. The
melting point thus obtained from our “instantaneous heating”
MD protocol (between 382 and 385 K) is approximately 20 K
lower than the experimental value (405.9 K) [44]. Interestingly,
it is frequently observed that small clusters melt well below the
bulk melting temperature. Thus, the melting point discrepancy

Fig. 7 RMSF (left) and orientational order parameter (right) calculated
for all carbon atoms mapped on the initial coordinates of all C atoms in
the system, as obtained from the “instantaneous heating” protocol MD

simulation at 382 K. The viewing angle corresponds to “top view” in
Fig. 4. The first 500 ps (restrained MD, heat-up) were omitted for the
analyses

Fig. 8 Snapshots from the MD
simulation using the “gradual
heating” protocol and a heating
rate of 5 K ns−1
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observed here could, at least in part, be attributed to such a size
effect [45]. However, as methodical errors could also account
for this discrepancy, the melting point is also assessed using the
alternative “gradual heating” MD simulations, as discussed
below.

In order to investigate the melting mechanism in more
detail, especially whether molecular translation or rotation
(“rotational melting”) dominates first, we analyzed the evolu-
tion of system root-mean-square deviation (RMSD), calculated
for all carbon atoms, and the orientational order parameter
(which describes the deflection of the C0O axis of the urea
molecules from the crystallographic c-axis) vs. time (Fig. 6 and
Supporting information Figs. S6 and S7) at different temper-
atures (300 K, 350 K and 382 K). In the 300 K simulation
(Fig. S6), the system RMSD increases to about 3.9 Å after 11
ns, and the system order parameter decreases to about 0.73
after 11 ns. In the simulation at 350 K (Fig. S7), an increased
systemRMSD is observed (~8.6 Å after 11 ns), and the system
order parameter dropsmuch quicker to values of approximately
0.68, and reaches a final value of 0.70 after 11 ns. In the
simulation just below the (computational) melting point (382
K, Fig. 6), the system RMSD increases quickly and reaches a
plateau with values of about 19.5 Å after about 42 ns (19.46 Å
after 61 ns). At this temperature, the orientational order param-
eter decreases rapidly to a value of 0.55 after 1.7 ns, rises again
and reaches a plateau of about 0.7 after about 8.7 ns (final value
0.71 after 61 ns). Generally, the RMSD increases and the order
parameter decreases with increasing temperature with the
exception that at 382 K (just below the melting point) we
observe an increase in the order parameter value after an
initial minimum.

In order to investigate differences between the crystal
surfaces, we mapped molecular root-mean-square fluctua-
tions (RMSFs) and molecular order parameters onto the
coordinates of the central carbon atom of the urea molecules

at their initial positions (Fig. 7 and Supporting information
Figs. S8 and S9). These plots revealed no significant differ-
ences between the faces of the original cubic crystal, so that
no preference of rotation/translation of molecules at the
[100], [001] and [010] surfaces can be identified. The trun-
cation of the (artificial) crystal along the emerging [110] and
[111] surfaces, however, is clearly visible from these plots.

In a second attempt to determine the melting point of urea
as represented by our parameterization, we performed four
molecular-dynamics simulations using our “gradual heating”
protocol (gradual heating from 273 K) and four different
heating rates (30, 20, 10 and 5 K ns−1, see Sect. 2.3 for more
details, and Figs. S10-S13 in the Supporting information).
After the cubic urea crystal system was equilibrated at 273

Fig. 9 Plots of total (green) and
potential energies (black)
obtained from the MD
simulation using the “gradual
heating” protocol and a heating
rate of 5 K ns−1

Fig. 10 Plot of melting point (mean value of melting interval bound-
aries) obtained from the MD simulations using the “gradual heating”
protocol and different heating rates. Error bars represent the lower and
upper boundaries of the melting interval

J Mol Model (2012) 18:3455–3466 3463



K for 3 ns, the temperature was increased by 30, 20, 10 and 5
K ns−1, respectively, until the final temperature of 453 K (553
K in the case of the 20 K ns-1 simulation) was reached (after 9,
17, 21 and 39 ns, respectively). Snapshots and plots of the
total and potential energies of the system from the simulation
using a heating rate of 5 K ns-1 are shown in Figs. 8 and 9, the
corresponding energy plots for the other heating rates investi-
gated (30, 20 and 10 K ns−1) are shown in the Supporting
information (Figs. S14-S16). In all four simulations (30, 20,
10 and 5 K ns−1, crystal reorganization and surface melting
start below the experimental sublimation temperature (354K);
they are clearly visible at approximately 334 K.Melting of the
crystalline core can be determined easily from the potential-
energy curves (Figs. 9, S14-S16). The step in the potential-
energy curve clearly shows the beginning and end of the phase
transition of the crystalline core, in perfect agreement with
visual inspection. This step is preceded by a kink in the
potential-energy curve, which occurs at 396, 384, 395, and
392 K (5, 10, 20 and 30 K ns-1 simulations, respectively) and
indicates increased surface melting. In the 5 K ns−1 simula-
tion, which should be the closest to the experimental situation,
the core regions of the cubic crystal melt between 404 and 409
K (mean: 406.5 K, 29.0 - 30.0 ns), in the 10 K ns-1 simulation
a melting interval of 403 - 408.5 K (15.9-16.45 ns, mean value
405.75 K ns-1) is determined, and in the 20 K ns-1 simulation
core melting starts at 403 K (9.5 ns), and the crystal is
completely molten at 413 K (10.0 ns, mean value 408 K). In
the simulation with the fastest heating rate (30 K ns-1), core
melting begins at 405.5 K (7.4 ns) and the crystal is completely
molten at 419 K (7.85 ns, mean value 412.25 K). For the 5 K
ns-1 simulation, RMSD and order parameter are plotted vs.
time in Supporting information Fig. S18; they, too, allow the
determination of the melting process.

Extrapolating the mean values of the upper and lower
melting interval boundaries to a heating rate of 0 K ns-1 gives
a corrected melting point of 404.2 K (R200.86, Fig. 10),
which is in surprisingly good agreement with the experimental
value of 405.9 K [44]. Thus, the comparison of the two
approaches shows the gradual heating approach to be more
appropriate than “brute-force” instantaneous heating, even
when applying tethering forces to avoid instantaneous
melting.

Conclusions

The validation simulations reported above suggest that the
modified GAFF force field for urea reported earlier [14]
performs well reproducing experimental data available for
urea crystals. This is an important conclusion because the
force field was parameterized exclusively based on ab initio
calculations of different conformations of the urea dimer.
Thus, calculating relatively small molecular aggregates at

sufficiently high levels of ab initio theory provides a force
field that can reproduce crystal properties surprisingly well.
This is significant because the GAFF force field used in this
work is extremely simple and represents essentially the
minimum complexity for an atomistic force field intended
to reproduce complex intermolecular interactions. The strategy
employed to develop the force field implies that intermolecular
polarization is implicit in its Coulomb potentials, as has often
been proposed, for instance protein or force fields [46]. This
implicit polarization moves the physical model represented by
the force field away from the real situation, so that the good
performance of the crystal simulations is both surprising and
encouraging.

There are clearly cases (above all, for water) in which
implicit polarization will be a far less satisfactory approxima-
tion than for urea crystals. However, given the importance of
organic crystal morphology, [47, 48] the possibility of a multi-
scale approach in which the force field can be parameterized
to reproduce ab initio results for dimers and other small
aggregates before simulations are used to investigate crystals
or nucleation [49–52] represents an important step forward.
We note that the systematic improvability of ab initio calcu-
lations is important in this respect. It is possible that parame-
terized DFT methods may also be useful, but they do not
allow the results for intermolecular interactions to be tested
systematically and the force field to be based on a level that
reproduces the converged results.
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